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ChatGPT人工智能技术嵌入数字政府建设的行政伦理风

险和优化路径
陈恳

广东工业大学，广东广州，515000；

摘要：数字时代下，建设数字政府是提升政府治理能力，助力法治政府建设，促进经济社会数字化转型，实现我

国治理能力和治理体系现代化的重要举措。ChatGPT 模型作为人工智能领域的一项重大突破，在数字政府建设中

具有巨大的应用潜力，切实发挥其在我国数字政府 建设之中的作用具有重要意义。然而其为数字政府赋能的同

时，新技术的嵌入可能引发行政责任缺失、算法歧视、人性冲突及信息安全等行政伦理困境，政府应该通过强化

责任机制、提升数据多样性、引入伦理审查以及确保人类决策主导权等方式应对这些挑战，以保障数字政府建设

的可持续发展和社会公平正义。
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引言

数字政府是构建新时代服务型政府，提升国家治理

能力，推进国家治理体系现代化的重大举措。国务院印

发的《法治政府建设实施纲要（2021－2025年）》指出

要坚持运用互联网、大数据、人工智能等技术手段促进

依法行政，着力实现政府治理信息化与法治化深度融合，

优化革新政府治理流程和方式，大力提升法治政府建设

数字化水平。党的二十大报告作出加快建设数字中国的

重大部署，次年二月发布的《数字中国建设整体布局规

划》指出，建设数字中国是数字时代推进中国式现代化

的重要引擎，是构筑国家竞争新优势的有力支撑。

1 ChatGPT 嵌入数字政府建设的行政伦理困境

工业化的发展使人的社会生活领域不断扩展，为了

提供更加稳定的社会环境以促进社会化大生产，政府的

职能逐渐扩大，更加深入地介入到社会微观管理之中，

由此，传统的家庭伦理关系逐渐向公共领域拓展，并在

政府行政层面上发展出了新的行政伦理关系
[1]
。关于行

政伦理的内涵界定，虽然学界目前尚未达成统一的定论，

但在国内研究中形成了三大具有代表性的观点。一是职

业道德说，这种观点将行政伦理等同于行政管理主体的

职业道德，认为行政行为规范是行政伦理学的重心，使

行政人员能忠于职守，勤政为民，抑恶扬善
[2]
。二是行

政责任说，这种观点认为行政伦理是以‘责、权、利’

的统一为基础,以协调个人、组织与社会的关系为核心

的行政行为准则和规范系统
[3]
。三是从多维的角度来定

义行政伦理，即从行政伦理的主体性、政治性、层次性、

职业性、现实性、体系性等几个不同的角度,把握中国

行政伦理的基本内涵
[4]
。不论是哪一种说法，都强调了

行政伦理体系是以人为主导的，人在行政过程中发挥了

最核心的作用。而 ChatGPT作为强人工智能时代的代表

性产物，自 2018 年 6月 OpenAI 公司开始推出 GPT-1 模

型以来，历经多次技术升级和迭代，其模型在几年的时

间内实现了全面升级，可以在最大程度上实现人机交互

的智能化，达到“类人”的效果，因此在嵌入数字政府

建设的过程中势必会给原本以人为主导伦理体系带来

冲击，进而引发一系列风险。

1.1 政府治理中行政主体责任的缺失

ChatGPT嵌入数字政府建设过程中会造成行政主体

责任的缺失。第一，对技术的过度依赖会导致行政主体

责任意识淡漠。ChatGPT因其在处理复杂数据和信息方

面的强大能力，可能会导致行政主体在决策过程中对技

术产生过度依赖。他们在应用的过程中开始相信，只要

依赖该系统，就能够保证决策的准确性和效果。这种信

念所产生的权力的让渡，使得决策者在行政过程中沦为

了工具的工具，会使他们逐渐忽视了自身在决策中应有

的独立判断和责任意识，并且会越来越倾向于将责任推

卸给技术，而不是在决策过程中积极地承担个人的道德

和行政责任。责任意识一旦出现淡漠，数字技术的应用

就容易出现陷入权责分离或权责分立的状态，将对公共

理性的秉持造成极大挑战
[5]
。第二，责任界定出现困难。

在传统政府治理模式下，人作为政府治理行为的唯一主

体，政府的任何行政行为都体现着人的主观意志，并应

承担相应的行政责任
[6]
。在这种模式下，行政行为的合

法性和责任的明确性可以得到充分保障。然而，随着
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ChatGPT模型的嵌入，生成式 AI参与到政府治理中，情

况将会发生显著变化。其强大的交互式功能可以在很大

程度上取代人类，甚至在某些情况下成为唯一的决策主

体，导致机器意志逐渐在行政决策和方案制定中占据主

导地位。传统的行政行为建立在人的意志和道德判断基

础上，而机器缺乏这种人类特有的主观性和伦理考量，

机器意志的介入可能会削弱行政行为的合法性，而一旦

发生错误或争议，责任的界定将变得复杂，行政责任主

体的不明确和模糊化危机也随之而来。这不仅影响了行

政行为的透明度和权威性，还可能引发一系列法律和伦

理问题，稍有不慎，就会引发行政权力公共性的结构风

险。

1.2 算法歧视带来的行政偏见

ChatGPT 的主体架构遵从“基础语料+预训练+ 微

调”的基本范式
[7]
，预训练语料包括了海量从不同渠道

搜集来的文本数据，通过在大规模训练数据上进行大量

通用的训练使得ChatGPT具备符合语言逻辑关系的表达

方式，而微调语料中所包括的高质量标注文本数据则进

一步增强了ChatGPT的对话能力，使人机交互顺畅无阻。

一方面，这一基本范式决定了 ChatGPT文本对话和输出

观点的基础来源于前期的训练数据，数据来源于生活，

归根到底还是对社会思想的反映，因此不可能做到完全

中立。那么，如果前期所采集的预训练数据中包含了诸

如在年龄、性别、民族、宗教等方面具有的歧视和偏见

的观点，那其输出的文本将不可避免地将其中的偏见因

素放大，引发算法歧视的风险。应用到政府治理领域，

这种歧视将导致行政主体做出一些不公平或歧视性的

决策，这样一来部分公众的合法权益将无法得到保障，

长此以往必将使得社会矛盾激化。一个很典型的例子是

美国芝加哥警察局采用了一种名为“战略性科目名单”

（Strategic Subject List, SSL）的算法，用来预测

哪些人最有可能成为犯罪的受害者或犯罪者。调查发现，

该算法主要基于过去的犯罪数据，而这些数据中已经存

在种族偏见。因此，算法过于频繁地将非裔美国人和拉

丁裔标记为高风险人群，导致这些群体在警务部署中受

到不公平的额外关注，进一步加剧了社区与执法部门之

间的紧张关系。相比于人类的偏见，算法的偏见更容易

引发大规模的负面效应
[8]
。这是因为算法能够在短时间

内影响和处理大量的数据，从而放大其偏见的影响范围。

ChatGPT在决策过程中对“数据流量”价值的重视，使

得决策者倾向于关注那些能够产生大量数据的领域。这

种关注在一定程度上分散了他们对其他不可量化但同

样重要的公共需求的注意力。结果是，许多数据流量较

低但对民生至关重要的重大社会问题被忽视，例如环境

保护、公共卫生和社会公平。这种偏差可能导致资源分

配的不公，进而加剧社会的不平等。

1.3 价值观不合导致的人性的冲突

在人类的治理伦理中，首先应当关注的是正义问题，

其次才是效率或其他问题。然而，人工智能不受人类伦

理观的约束，它仅基于自身的数理逻辑进行决策和行动
[9]
。ChatGPT 的应用依赖其背后的强大算法，这种算法

假设代表的是一种机械化的逻辑，与人类的选择存在根

本的区别，而人类的选择则常常与社会规范和人际网络

密切相关。当 ChatGPT被嵌入并用于辅助数字政府治理

时，决策权将更多地转移到机器手中，依赖的将是算法

假设，而不是人类的判断和选择。随着其在数字政府治

理领域的不断推广和深入应用，行政行为将越来越依赖

这些算法假设，这种依赖可能会导致人类的选择被忽视，

甚至在某些情况下与人类的选择发生冲突。在许多决策

中，道德和伦理判断非常复杂，而人工智能缺乏理解这

些复杂性的能力。道德判断往往涉及多层次的考量，需

要综合权衡多种因素。例如，不同个体和群体的利益、

短期和长期的后果、以及社会整体的公正和公平等。这

些因素之间往往存在复杂的互动和矛盾，无法简单地通

过算法或数据模型进行完全准确的衡量和判断。社会中

存在多样化的伦理观念和价值体系。不同文化、宗教和

社会背景下，人们对同一问题可能会有不同的道德判断

和伦理期望。人工智能系统在决策过程中，可能难以兼

顾和尊重这些多样化的伦理观念，导致其决策在某些背

景下被视为不道德或不可接受。

2 ChatGPT 人工智能技术嵌入数字政府建设的

行政伦理困境的优化

2.1 明确责任主体，健全追责机制

在推动 ChatGPT 服务于公共行政的现实价值时，必

须同时关注数据安全和行政道德等多重价值需求，最大

限度地降低数字技术带来的潜在风险。首先，必须构建

责任导向的价值观体系，进一步增强公共行政主体的责

任意识。随着 ChatGPT人工智能技术日益深度融入公共

行政，作为公共行政核心要素的行政人员和政府，应更

加注重培养自身的责任意识，主动将外在的约束转化为

自律，将行政和法律责任提升为更高层次的道德责任，

以提升数字素养。责任的内化，作为个体信念和使命感

的升华，一方面可以最有效地发挥数字技术的便捷与强

大功能，另一方面通过加强道德自律和职业操守，能够

有效避免数字技术导致的行政失误与失责。为此，适时

进行有针对性的专项培训，帮助行政人员更清晰地认识

岗位职责和义务，以更加科学严谨的态度合理使用数字

技术，发挥其应有的作用。其次，要健全 ChatGPT模型

嵌入数字政府的追责机制。尽管 ChatGPT模型在一定程
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度上提高了行政决策的自动化效率，但为了防止因其应

用于行政决策中而出现“责任无法追溯”的问题，必须

健全相关的追责机制，使得行政机关和 ChatGPT 模型的

服务提供者都不能以算法为由免除责任。第一，应明确

法律框架和监管标准，制定相关政策法规，设立监管机

构负责监督该模型的合规性与安全性，此外，公众参与

也能够增强透明性和公正性。第二，责任分层与角色明

确。各参与方需对系统的开发、使用和维护承担相应责

任，同时建立严格的权限控制与操作追溯机制，确保系

统操作日志完整，便于问题发生时的追责与调查。为应

对可能的故障和风险，需设立故障报告与应急预案，确

保快速响应与处理。第三，引入道德与伦理审查机制。

为防止系统产生不良社会影响，并明确开发方与政府的

社会责任，可通过培训与合规教育，提高使用者对系统

的理解和责任意识，同时建立健全的问责机制和惩罚措

施，确保违规行为受到应有惩罚。此外，定期审查与动

态调整制度也有助于持续完善追责体系，确保技术模型

在数字政府中的安全、合规与高效应用。

2.2 提升数据多样性，加强政府主导的伦理审查

在 ChatGPT 模型引入数字政府建设的过程中，要避

免算法歧视所带来的行政偏见，以最大限度地使社会公

义不遭到破坏，提升模型训练数据的多样性以及对其作

出的决策进行伦理审查至关重要。首先，在引入模型时

提升预训练数据的全面性和多样化。第一，数据应尽可

能覆盖不同性别、年龄、种族、经济背景等群体，避免

因数据不均衡而导致偏见，还应通过多渠道收集数据、

动态更新信息以及清洗去除不公正数据，可以提升数据

的质量和代表性，例如，在处理就业、教育等敏感数据

时，需警惕其中潜在的种族、性别、年龄等歧视性特征，

通过去除这些歧视性数据，避免算法在学习时固化或放

大已有的社会不平等。针对小众群体，需加强其数据的

代表性，避免算法忽视其需求，为此，政府可以引入加

权或重新采样的技术，确保少数群体在算法中的公平性。

第二，加强跨部门的数据共享与协作，进一步提高数据

的准确性和兼容性，减少信息孤岛的形成。通过打破“数

据孤岛”，政府可以更全面地了解公众需求，减少由于

信息不对称或数据孤立带来的偏见。同时，通过跨部门

的数据协作，可以更有效地识别和消除算法中的潜在偏

见问题。其次，要对算法作出的决策进行伦理审查。政

府可以成立独立的算法伦理审查委员会，由技术、伦理、

法律、社会学等多学科专家组成，负责对政府使用的算

法进行伦理审查，确保其公平性、透明性和合法性。委

员会需制定明确的伦理准则和审查标准，包括公平性、

透明性、隐私保护和责任追究等方面，确保算法不会对

弱势群体产生歧视或偏见。同时，政府应推动相关法律

法规的制定，保障算法应用的合法性和合规性。为了增

强公众信任，委员会还应公开审查流程和结果，设立公

众反馈机制，定期发布算法透明度报告，并通过定期审

计和持续监控，确保算法在长期使用中保持公平公正。

除此之外，委员会还可以借鉴国际经验，推动全球范围

内的伦理标准制定与合作。这一机制将有效减少算法中

的歧视问题，确保数字政府在提高效率的同时，坚持公

平和透明的原则。

3 结语

随着人工智能技术的飞速发展，将其嵌入数字政府

建设是未来公共管理领域的重大变革，ChatGPT模型作

为时下最具突破性的人工智能技术，其应用必然是众望

所归。现有的研究表明，ChatGPT 模型有望推动数字政

府更加智能化，同时也更加亲民，推动行政模式的转型，

但与此同时也带来了前所未有的伦理冲击。总之，在应

用新技术的同时，也要做好应对新挑战的准备，才能利

用好这把双刃剑，使其更好地服务于数字政府地建设之

中。
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