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Abstract: This paper explores the development and application of cross-lingual word embeddings in natural language
processing (NLP). It reviews various methods for extracting cross-lingual word features, including supervised,
semi-supervised, and unsupervised learning approaches. The paper discusses key techniques such as matrix factorization,
neural network-based models, and pseudo-bilingual document alignment, highlighting challenges like data sparsity, word
sense disambiguation, and the need for robust models to handle large text datasets effectively.
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Introduction

In recent years, with the rapid development of artificial intelligence, word embeddings Mhave been extensiv
ely utilized in natural language processing tasks such as logical inference, sentiment analysis?, dependency parsin
gBl, and machine translation®, becoming fundamental and mainstream methods in these areas. Currently, cross-li
ngual word embeddings are playing an increasingly significant role in the field of linguistics, especially with the a

dvancement of generative artificial intelligence.

1.Word Feature Extraction Model

In distributed representations, the most basic word representation is the one-hot encoding based on the ba

g-of-words model, which abstracts each word into a vector. However, this approach cannot capture the semantic
relationships between words. Building upon the Distributional Hypothesis researched by Harris®® and Firth®, curr

ent methods for word processing are mainly categorized into three types: matrix-based distributed representation
sl clustering-based distributed representations'®], and neural network-based distributed representations!”).

The first two methods involve reassigning values to the word matrix using different weighting schemes; for
example, Pointwise Mutual Information (PMI)!®! is a commonly used method for analysing contextual word freque
ncies. However, when dealing with large-scale corpora, these methods inevitably face the issue of high-dimension
al sparsity, necessitating dimensionality reduction of the matrix. Currently, principal component analysis (PCA)'? a
nd independent component analysis (ICA)!Y are the primary techniques employed for this purpose. PCA aims to

project high-dimensional data onto a lower-dimensional subspace while preserving as much variance as possible,
effectively reducing dimensionality and addressing issues related to high-dimensional data. On the other hand, |
CA focuses on decomposing multivariate signals into additive, independent components, which is particularly usef
ul in separating mixed signals into their original sources. By applying these dimensionality reduction techniques, i
t becomes feasible to manage the high-dimensional sparsity problem inherent in large-scale corpora, thereby enh
ancing the efficiency and effectiveness of word representation models.

The neural network-based distributed representation is a prominent manifestation of the effectiveness of the

distributional hypothesis, commonly referred to as "word embedding" or "distributed representation".This approa
ch was first introduced by Bengio et al. in 2003 with the well-known Neural Network Language Model (NNLM)!
2. In 2013, Mikolov et al. proposed the renowned Word2Vec model™3], an improvement upon NNLM, which incl
udes two methods: Continuous Bag-of-Words (CBOW) and Skip-gram. The former predicts a target word based o

n its surrounding context, while the latter predicts the context based on a given word. Subsequently, Pennington
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et al. introduced the GloVe model™,

which combines global statistical information and contextual relationship p
rediction. This model, after pre-training, yields a comprehensive set of word vectors.

In recent years, with the advancement of neural networks, the field of distributed representation has seen s
ignificant progress. Wenting Li et al.'® introduced the Word-Graph2vec method, which transforms large-scale corp
ora into word co-occurrence graphs. By employing random walk techniques to sample word sequences from thes
e graphs, the method trains word embeddings. Experiments demonstrate that Word-Graph2vec surpasses tradition
al models like Word2Vec and FastText in both efficiency and performance. Additionally, Chaohao Yang®! propose
d enhancements to the Word2Vec model by incorporating distance weighting and dynamic window sizes. This re
search introduces two strategies: Learnable Formulated Weights (LFW) and Epoch-based Dynamic Window Size (E
DWS). These approaches increase the sensitivity of word embeddings to the distances between centre and conte

xt words, thereby improving model performance.

2.Train method for Cross-lingual Word

As a core representation technique in Natural Language Processing (NLP), word embeddings effectively captu
re linguistic patterns ). Cross-lingual word embeddings leverage these patterns to facilitate knowledge transfer be
tween different languages, for instance, by employing linear mapping to connect two vector spaces. Research on

cross-lingual word embedding models 7! indicates that the quality and quantity of data required by the model

often have a more significant impact on its performance than the underlying architecture itself. Notably, substant
ial differences in model performance are primarily attributed to the volume and quality of data, while variations
in architecture, hyperparameters, and additional techniques or tuning play a lesser role.

The data requirements for such models can be discussed from two perspectives: alighment methods and da
ta comparability. Alignment methods are categorized into word-level, sentence-level, and document-level alignmen
ts. Data comparability is divided into parallel corpora and comparable corpora. Parallel corpora consist of large c
ollections of aligned sentence pairs, enabling the construction of cross-lingual mappings by linking aligned words
within these pairs. For example, two sentences in Chinese and English expressing the same meaning constitute a

parallel sentence pair. In contrast, comparable corpora are collections of texts in different languages that are no

t direct translations but cover similar topics, providing indirect cross-lingual information. The choice between para
llel and comparable corpora depends on the specific requirements and constraints of the task at hand. The effec
tiveness of cross-lingual word embedding models is heavily influenced by the quality and alignment of the data
used. Careful consideration of alignment methods and data comparability is essential in developing robust models
for cross-lingual applications.

Supervised learning typically requires a large amount of manually labelled data, making it difficult to apply t
o language pairs with limited resources. Semi-supervised learning can alleviate this issue by using a smaller amo
unt of manually labelled data for training, such as seed dictionaries. Unsupervised learning, on the other hand,
does not require any manually labelled data, which has led to increased interest from researchers in recent year
s. Despite this, the most effective training method remains supervised learning. The following section will provide

a detailed discussion of the main research on supervised learning for cross-lingual word embedding models.

Models using word-level aligned corpora can obtain cross-lingual features based on various methods, includin

g shared space mapping methods, pseudo-bilingual document construction methods, and other approaches. Amon

g these, the first type of research method is more prevalent.

2.1 Word-level Aligned Cross-lingual Word Embedding Model

The working principle of these methods involves independently training word embeddings for two languages,
followed by applying linear transformations to map them into a shared cross-lingual vector space. Most of thes
e methods use thousands of bilingual dictionaries to learn the mapping. Currently, these methods can be catego
rized into regression methods, normalization methods, orthogonal methods, and margin-based methods*®,
2.1.1 Shared Space Mapping Method
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Regression methods map the source language vectors to the target language space by maximizing their simil

arity. Mikolov et al.*®! utilized a least squares objective function to find the closest representation of source lang
uage words in the target language space. However, the drawback of this approach, which uses mean squared er
ror (MSE), is that it leads to a centrality problem, where certain words tend to appear as the nearest neighbors
of many other words. Shigeto et al. 29 applied nearest neighbor search in the source object space within a ze
ro-shot learning (ZSL) framework. Experiments show that this approach reduces centrality and improves the accur
acy of bilingual word vectors. Dinu et al. Y further reduced centrality by adjusting the similarity matrix of the
mapped vectors based on the proximity distribution of potential neighborhoods on the embedding space.

Normalization methods employ canonical correlation analysis (CCA) and its extended methods to project the
vectors of two languages into a new shared space, thereby maximizing their similarity. Faruqui et al.?? used CC
A to map the source and target language embeddings into a shared space, as illustrated in their study. Unlike i
near mapping, CCA designs a transformation matrix for each language to maximize the correlation between the
projections of the two vector spaces.

Orthogonal methods, under the constraint of orthogonal transformations, map vectors from one or both lan
guages. Xing et al.”®! proposed an orthogonal transformation for bilingual word translation based on normalized
word embeddings to address the inconsistency between the objective functions for learning word embeddings, di
stance measures, and linear transformations. Smith et al.[24] demonstrated that the optimal linear transformation

between word embedding spaces should be orthogonal, and they used Singular Value Decomposition (SVD) to
obtain bilingual word embeddings.

Margin-based methods map vectors into a single language and maximize the margin between the correct tr
anslation and other candidate translations. To solve the centrality problem, Lazaridou et al. ) employed max-mar
gin hinge loss (MMHL), significantly improving the accuracy of vector mappings in cross-lingual environments.
2.1.2 Pseudo-bilingual Document Construction Method

In these methods, pseudo-bilingual documents are typically created using seed bilingual dictionaries by rando
mly replacing words in the source language corpus with their translations to construct pseudo-bilingual corpora.
Xiao and Guo [18] utilized a Wikipedia dictionary to translate all the words appearing in the source language co
rpus into the target language, filtering out polysemy and translations not found in the target language corpus, t
hus constructing the seed bilingual dictionary. Gouws et al. 26! explicitly created pseudo-bilingual corpora by linkin
g the source and target language corpora and randomly replacing all words in the source language with words f
rom translation pairs, achieving better results using CBOW. Ammar et al. 27 extended this approach to multiple |
anguages, using bilingual dictionaries to identify synonym clusters in different languages. They connected monolin
gual corpora from different languages, replaced words in the same cluster with a word cluster ID, and then trai
ned SGNS on this connected corpus. Duong et al. 28 proposed a similar method but did not randomly replace e
very word in the corpus with its translation during CBOW training. Instead, they replaced each centre word with

an instant translation. Additionally, they introduced a training algorithm that maximizes the expected risk, addre

ssing polysemy by merging translations from multiple dictionaries.

2.2 Sentence-aligned Parallel Corpus-based Cross-lingual Vector Model

Sentence pair alignment training data is relatively difficult to obtain because it requires fine-grained supervisi
on. Due to the extensive availability of sentence-aligned parallel data from machine translation (MT) research, m
uch of the research has focused on learning cross-lingual word embeddings from parallel data, while research on
comparable data is relatively limited. Methods that utilize sentence-aligned data are typically extensions of succ
essful monolingual models. The following will provide an overview of sentence alignment models from two main
stream approaches: matrix factorization methods and combined sentence model methods.
2.2.1 Matrix Factorization-based Method

Matrix factorization methods apply matrix decomposition techniques in a bilingual setting, often requiring ad
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ditional word alignment information. Zou et al. »® proposed a method for learning bilingual word embeddings fr
om large unannotated corpora, while utilizing MT word alignment constraints to ensure translation equivalence.
Huang et al. B% introduced a multilingual word embedding construction method based on the concept of translat
ion invariance, offering a flexible and scalable approach to obtain word embeddings that are mutually translatabl
e in the learned vector space. Vyas and Carpuat B3Y presented another matrix factorization-based method to lear
n sparse cross-lingual word embeddings. They first learned sparse monolingual representations from the pre-train
ed source and target language monolingual vector matrices using GloVe, then decomposed the monolingual vect
or matrices and introduced constraints to tightly align the words in the two parallel corpora to learn cross-lingu
al word embeddings. To improve the robustness of the mapping, Guo et al. 32 used a morphological mechanism,
propagating vector representations from the vocabulary to out-of-vocabulary words, and employed edit distance
as an approximation of morphological similarity to learn cross-lingual word embeddings.
2.2.2 Combined Sentence Model Method

The combined sentence model methods use word representations to construct sentence representations for
aligned sentences. Hermann and Blunsom B33 proposed a cross-lingual distributed representation method based o
n compositional semantics, which successfully trained semantic representations using sentence-aligned data. Soyer
and Stenetorp 3% introduced a neural network-based architecture to generate cross-lingual word representations,
which simultaneously utilizes both bilingual and monolingual data, restricting the word-level representation to be

compositional.

2.3 Cross-lingual Word Embedding Model Based on Document-aligned Comparable Corpora

2.3.1 Method Based on Pseudo-bilingual Document-aligned Corpora

Methods based on pseudo-bilingual document alignment corpora construct pseudo-bilingual corpora that incl
ude words from both source and target languages by mixing words from documents of different languages at th
e document alignment level. Vulivulic and Moens B*proposed a "merge and shuffle" method, which combines ali
gned documents from two different languages into a single pseudo-bilingual document and then randomly shuffl
es the words within the pseudo-bilingual document. The authors also introduced another method for constructin
g pseudo-bilingual documents, based on the "length-ratio shuffle" approach, which avoids the suboptimal effects
that may arise from completely random transformation steps.
2.3.2 Concept-based Method

Concept-based methods leverage the similarity between words in different languages when discussing the sa
me topic or concept to construct cross-lingual word embeddings. Vulic and Moens 3%, based on cognitive theory,
used a multilingual probabilistic model to build cross-lingual word embeddings. Since the word embeddings cons
tructed by this technique tend to be sparse, the authors employed matrix factorization techniques to further gen
erate dense vectors.

3 Future Directions and Outlook

With the successful application of cross-lingual word embedding techniques in fields such as sentiment analy
sis, machine translation, and information retrieval, cross-lingual word embeddings have gradually become one of
the mainstream technologies in cross-lingual natural language processing. However, most current cross-lingual wor
d embedding models still face issues that need to be addressed, such as the application of subword-level inform
ation, multi-word expressions, word sense disambiguation, and corpus acquisition. Therefore, in order to design
more robust cross-lingual word embedding models, it is necessary to develop techniques that can effectively han
dle large volumes of text data and make word embeddings more expressive, in order to meet the new applicati

on requirements.
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